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ABSTRACT 

The correction of projector distortion is a crucial problem in 

spatial mixed reality systems. There have been two types of 

correction methods; screen modeling based method [1] and 

calibration pattern based method [2]. The screen modeling based 

method is improved in this paper. The screen model is generated 

using range sensor and can be control the level-of-detail. As a 

result, the screen of complex form can be modelled and the 

rendering result can be viewed from moving user’s position. 
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1 INTRODUCTION 

    Recently, the development of virtual reality related industries is 

growing very rapidly. Although research on virtual reality has 

been going on since the 1960s, technology has been accumulated 

and remains at the research level due to high cost and hardware 

constraints. However, the breakthrough of virtual reality hardware 

in recent years has enabled us to design a virtual reality world at a 

lower price. Also, the participation of many companies is making 

the virtual reality contents rich. 

    Currently, most virtual reality systems can be divided into 

headset-based systems and dedicated spatial systems. A virtual 

reality headset-based system is a system in which a user uses a 

headset with a built-in screen and experiences a virtual reality 

world. Most major companies such as Microsoft, Sony, Google, 

Samsung, and Facebook participate in the virtual reality headset 

market. Therefore, it is thought that the research on the headset 

based system is progressing enough to activate the market. 

    A spatial virtual reality system is a system that requires 

dedicated space for the virtual reality world. A CAVE system that 

is implemented in a cubic space consisting of several screens is a 

typical dedicated spatial system. This system gives a high sense of 

immersion, but it takes a lot of space, and installation cost is high, 

so much research is needed to be popularized. 

    A compromise between a conventional headset-based virtual 

reality system and a dedicated spatial virtual reality system makes 

the virtual reality world partially visible in the space of everyday 

life. It is assumed that the user her/himself and its system space or 

device move together in the virtual reality world. For example, a 

virtual reality cockpit system and a virtual reality telescope are 

these compromised systems. The cockpit system will show the 

virtual world by replacing the window part with the screen in the 

actual cockpit. A virtual reality telescope will show a virtual 

world in the visible through the lens. The difference between a 

virtual reality headset and a telescope is that the headset must be 

hidden from the user, but the telescope is also part of the system 

where the user manipulates it. This system is called a spatial 

mixed reality system in this paper. 

    If we use the dedicated space in our system like CAVE, the 

screen can be fixed straightly. But in a spatial mixed reality 

system, the used screens are not straight but distorted. They are 

even in the form of the dorm. So, the projector distortion is the 

problem for the spatial mixed reality systems. There have been 

several researches for the projector distortion. 

2 RELATED WORKS 

    There have been two types of correction methods of projector 

distortion. One is screen modeling based method [1] and the other 

is calibration pattern based method [2]. The details of these 

methods are as follows. 

 

Figure 1: The procedure of the screen modeling based 

correction method. This figure is from [1]. 
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2.1 Screen Modeling Based Method [1] 

    In the screen modeling based method, the screen is modelled 

manually. The texture on the screen model in virtual world made 

from user’s viewpoint is projected to real screen. Real time 

correction with user's viewpoint changing is possible but the 

texture is needed to be recalculate every frame. And this method 

can be applied only when the exact screen can be modelled 

manually. The procedure of this method is showed in Figure 1. 

2.2 Calibration Pattern Based Method [2] 

    In the calibration pattern based method, the calibration pattern 

is projected on the non-planar screen and the image warping 

matrix is calculated using this projected image. Complex shaped 

screen can be projected using this. This method is useful only 

when user's viewpoint is fixed of move slightly like cockpit or 

dome environment. The procedure of the calibration pattern based 

method is as follows. 

 

1) Projecting calibration pattern (check board pattern) 

2) Taking a photo of the pattern from user's viewpoint 

3) Image warping - calculate matrix R: photo  pattern 

4) Applying R after transformation in rendering 

5) Projection 

3 SCREEN MODELING WITH RANGE 

SENSOR 

 

Figure 2: Screen modeling with range sensor and projection 

into that screen model. (Mesh model is concept image.) 

    We are improving the screen modeling based method [1] in 

modeling phase. The screen is modelled with a range scanner like 

Figure 2, so the screen based method [1] can applied the screen 

cannot be modelled correctly by hand. A mesh are made from the 

scanned results (range images) using the marching cubes 

algorithm [3] because the jittered data and merging problems can 

be handled using this algorithm [4]. Then the raw mesh is 

simplified using octree based simplification method [4]. This 

simplification can be directly applied the results of the marching 

cubes algorithms. Because the level-of-detail model of screen is 

generated after modeling phase, we can use the screen model of 

proper details proportional to rendering load. 

    The procedure of our screen modeling is as following steps. 

After making screen model, we can replace fixed model to our 

model at step 3) of Figure 1. Additionally, the level-of-detail of 

screen model is determined at this step based on system load or 

user parameters. 

Table 1: The procedure of screen modeling with range sensor 

 Steps methods results 

1) Scanning the screen range camera range images 

2) Merging the range 

images into mesh 

marching cubes 

algorithm [3] 

raw mesh 

3) Make level-of-detail 

model 

octree based 

simplification [4] 

level-of-detail 

screen model 

4 DISCUSSION 

    In this extended abstract, we improve the screen modeling 

based correction method of projector distortion but our method is 

now under implementing. Then, the result and analysis of it will 

be presented soon. 

    Tracking user’s eye position is another crucial problem in the 

spatial mixed reality system. We aim to develop the system 

without any annoying devices attached to users. Under restricted 

environment like a cockpit, very sensitive sensor like ‘leap 

motion’ [5] can be used for this. 

5 CONCLUSIONS 

    In our approach, the screen of complex form can be modelled 

and the rendering result can be viewed from moving user’s 

position. Screen modeling based correction method of projector 

distortion is improved by screen modeling with a range scanner. 

This approach can be applied spatial mixed reality systems. 
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